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Abstract—To estimate available bandwidth of high-speed lines 

with high accuracy, we propose PathRefiner, a bandwidth 

estimation method with two techniques: (1) packet concatenation 

technique (2) iterative resolution refinement technique. It is one of 

the so-called packet train methods that estimate available 

bandwidth by transmitting multiple probing packets. (1) The 

packet concatenation technique virtually generates large packets 

necessary for estimating available bandwidth on high-speed lines 

by concatenating multiple packets of MTU size or smaller. (2) The 

iterative resolution refinement technique improves the resolution 

of estimation and enables highly accurate estimation of available 

bandwidth while minimizing the network load for estimation by 

finding the optimal number of large-sized virtual packets to be 

concatenated. As a result, the average value of the relative error 

between the ground truth and the estimated available bandwidth 

is relatively small (14.4%), confirming that PathRefiner can 

accurately estimate the available bandwidth of 1 Gbps high-speed 

lines. 

Keywords—available bandwidth estimation, packet train, high-
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I. INTRODUCTION 

For users and service providers, it is significant to monitor 
network conditions to obtain desirable service quality by 
sending appropriate traffic. With the wide variety of applications 
and services appearing in today's Internet, network loads and 
low bottleneck bandwidth are unpredictable. If it is possible to 
know how much bandwidth can be used (available bandwidth 
[1]) before it is consumed, it will be possible to adjust service 
and application parameters according to the available 
bandwidth, and more useful excellent streaming applications 
and cloud applications can be introduced into  networks. 
Available bandwidth estimation methods have been proposed, 
for example [2][3][4][5][6][7][8] using packet trains [9] to easily 
investigate the available bandwidth without burden on the 
network. 

However, these methods have difficulties in supporting the 
1Gbps class high-speed lines which have become popular in 
recent years. The reason for this is that in high-speed lines, it is 
necessary to transmit large-sized packets corresponding to the 
line speed at short intervals. Since the transmission interval 
depends on the processing performance of the terminal, the 

packet size should be increased. But it is difficult to increase the 
packet size due to the MTU limitation. In addition, since the 
available bandwidth to be estimated becomes large in high-
speed lines, the resolution is lower, i.e., the estimation is coarser 
and the error is larger. Although some methods have been 
proposed to improve accuracy by reducing the estimation range, 
they still cannot correspond to high-speed lines [10][11][12]. 
Here, the resolution corresponds to the scale unit of the 
measurement instrument and represents the limit of the 
estimation accuracy.  

We propose the PathRefiner method, which has two 
functions: (1) packet concatenation and (2) iterative resolution 
refinement, as a method for estimating available bandwidth with 
high speed and high accuracy. PathRefiner follows the 
estimation method of PathQuick3 [2], which is a packet train 
method for estimating available bandwidth. (1) The packet 
concatenation technique has the ability to virtually generate 
large-sized packets required for high-speed line estimation by 
concatenating multiple packets of MTU or less. (2) The iterative 
resolution refinement technique has the function to improve the 
resolution while minimizing the network load for estimation by 
finding the optimal number C of large size virtual packets to be 
concatenated to improve the estimation accuracy. 

Section 2 describes the conventional technology and its 
issues, Section 3 explains the proposed method, Section 4 
evaluates the effectiveness of the proposed method through 
experiments on actual equipment, and Section 5 provides a 
summary. 

II. CONVENTIONAL TECHNOLOGY AND ITS PROBLEMS 

This section first describes general techniques for measuring 
and estimating available bandwidth. Next, the principles and 
specific examples of estimating available bandwidth using 
conventional packet train techniques are described. Finally, the 
challenges of conventional techniques are described. 

A. General techniques for measuring and estimating 

available bandwidth 

Available bandwidth is the unused bandwidth remaining 
after subtracting the bandwidth actually used from the line 
capacity [1]. Since available bandwidth is theoretically unused 
bandwidth, it is different from bandwidth that can be used. 



However, it is difficult to uniquely calculate bandwidth that can 
be used because it depends on the transport protocol and the data 
delivery pattern of the application. Here, the available 
bandwidth shall be used as one indicator of the bandwidth that 
can be used by the application. 

Techniques for measuring or estimating available bandwidth 
include measuring available bandwidth from packets passing 
through routers and switches, such as MRTG [13], and a 
technique called active estimation, which sends inspection 
packets and estimates available bandwidth based on delay and 
other factors. Measurement methods such as MRTG are not 
useful if the bottleneck on the path is not known beforehand, 
because only the information of the link directly linked to the 
node such as the switch can be obtained, and the bottleneck point 
from an end to another is unknown.  In addition, MRTG is often 
used only by network administrators, making it difficult for 
general users to use. Several active estimation methods have 
been proposed, including iperf [14], Kite[13] [15], and the 
techniques using packet trains such as PathQuick3 [2][3], 
pathChirp [4], Pathload [5][6][7][8], in which three or more 
UDP packets constitute a packet sequence. However, since iperf 
occupies a large amount of network resources, it adversely 
affects the communications of other users. Kate needs a lot of 
time to complete the estimation and cannot achieve accurate 
estimation in a short period of time. In the following, we will 
limit our discussion to packet-train-based available bandwidth 
estimation techniques that estimate available bandwidth by 
instantaneously congesting the network. 

B. Estimation of available bandwidth using packet trains 

The principle of estimating the available bandwidth of a 
packet train system is as follows. 

If packets are sent at a certain interval and the reception 
interval is the same as the transmission interval, it means that all 
packets in the packet train arrived without queuing delay in the 
network. On the other hand, if the interval differs between 
transmission and reception, it means that packets suffered 
queuing delays due to instantaneous congestion. The 
aforementioned study is performed by increasing the per-packet 
transmission rate accordingly. The transmission rate obtained by 
dividing the packet size at the time of instantaneous congestion 
by the transmission interval is the estimated available 
bandwidth. 

C. Mechanism of available bandwidth estimation in 

PathQuick3 

PathQuick3 is a packet train method that can estimate the 
available bandwidth with high accuracy, short time, and low 
load. It has already been shown to provide highly accurate 
estimation when the available bandwidth is less than 100 Mbps 
[3]. PathQuick3 first performs delay detection as described in 
the previous section, then performs fitting and calculates the 
estimated value.  

PathQuick3 linearly increases the per-packet transmission 
rate by linearly increasing the size of each packet in the packet 
train, as shown in Fig. 1 The transmission rate at which queuing 
delays begin to occur is used as an estimate of the available 
bandwidth. For example, as shown in Fig. 2, when the packet 
size is increased by g Bytes, the per-packet transmission rate 

exceeds the available bandwidth for the first time with the fourth 
packet; up to the third packet, the receive interval and 
transmission interval are the same because no queuing delay 
occurs. On the other hand, since the per-packet transmission rate 
for the fourth and subsequent packets exceeds the available 
bandwidth, congestion occurs instantaneously at the router or 
switch at the bottleneck point on the network path, and the 
packets suffer queuing delays. As a result, a longer receive 
interval is observed than the interval up to the third packet. The 
transmission rate of the third packet just before the reception 
interval begins to widen is used as the estimated available 
bandwidth. 

 

Fig. 1. Packet transmission with PathQuick3 

 

Fig. 2. Queuing delay caused by PathQuick3 

Here, the queuing delay includes delays that are noise to the 
above estimation principle due to cross-traffic fluctuations and 
buffer control at switches, etc., so it is necessary to compensate 
for this. Therefore, a graph of the theoretically derived delay 
series [2] under ideal noise-free conditions is prepared in 
advance, and the effect of noise is mitigated by fitting the 
observed delays using the least squares method. In Fig. 3, the 
logical delay (delay point) is depicted for each �, assuming that 
no delay is observed up to the i-th packet and that queuing delay 
is observed starting with the �-th packet. The dotted network 
connecting the points calculated for each i (dotted line in Fig. 3) 
is called the delay point line. The logical delay is calculated by 
computation [3]. The dotted line with the smallest squared error 
between the delay point of the j-th packet and each point of the 
delay observed in the j-th packet (marked with X in Fig. 3) on 
the delay point line is selected. For example, Fig. 3 illustrates 
the fitting estimation when the available bandwidth is 46 Mbps: 
the squared error between the estimated packet and the dotted 
line with � = 6 is the smallest compared to the other packet dotted 
lines when � = 6, resulting in an estimate of 48 Mbps for a 46 
Mbps available bandwidth. As in this example, an estimate of 
46 Mbps cannot be obtained. In this case, the error is 2 Mbps (= 
48 - 46 Mbps). Similarly, if the available bandwidth is 52 Mbps, 
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the estimate would be 48 Mbps. In this example, the resolution 
determined by the incremental packet size used would be 4 
Mbps (= 52 - 48 Mbps). When the resolution is 4 Mbps, the 
maximum error due to the resolution is also 4 Mbps. 

 

Fig. 3. Fitting with PathQuick3 

D. Issues with conventional methods 

Conventional packet train methods, including PathQuick3, 
have two problems in estimating the available bandwidth on 1 
Gbps-class high-speed lines: first, they cannot support high-
speed lines and cannot set the upper limit of estimation to a high 
value such as 1 Gbps; The second is the "problem of high-
precision estimation", which is that the estimation resolution is 
lower for 1 Gbps-class high-speed lines than for 100 Mbps-class 
lines, resulting in a larger estimation error. This is explained 
below. 

1) Issues with high-speed line support 
To set the upper estimation limit to a higher value, the 

interval between packet transmissions must be shortened or the 
packet size must be increased. However, since the packet 
transmission interval depends on the processing performance of 
the terminal, there is a limit on how short it can be for each 
terminal. The use of Interrupt Coalesce on the network card can 
distort receiver timing of packets, which has a negative impact 
on active and passive network measurements [8][16][17][18]. 
On the other hand, it is difficult to increase the packet size as 
well because of the MTU limitation. For example, the MTU of 
current networks is often 1,500 Bytes. Therefore, conventional 
packet train methods have the problem that the estimation upper 
bound cannot be high enough. Note that although lines are 
currently getting faster and faster, the above MTU (1,500 Byte) 
is not likely to change in the future, and the transmission interval 
constraint is not likely to be relaxed much. 

Therefore, there are two ways to send large packets, both of 
which may not be suitable for estimation: One method is to send 
packets larger than the MTU and fragment them when the MTU 
limit is hit. Since fragmentation is often processed by software 
by hosts and routers, there is a possibility that the exact reception 
time cannot be obtained. The other is to send packets smaller 
than the MTU and fragment them where they get caught in the 
MTU limit. Some devices also implement jumbo frames [19]. 
Jumbo frames allow communication of packets as large as MTU 
= 9,000 Bytes. However, it is not standardized in IEEE802 and 
may not be used in practice. Thus, it is difficult to use packets 
larger than 1,500 Bytes. 

2) Issues of highly accurate estimation 

Estimation error due to the resolution of the estimation must 
also be considered; in the case of PathQuick3, the resolution 
depends on the incremental packet size. In the example in Fig. 
2, the packet size that saturates the network could be "the size of 
the third packet" + 1 Byte, or it could be "the size of the third 
packet" + g Bytes. In other words, the difference in transmission 
rate corresponding to g Bytes is the resolution. Specifically, in 
Fig. 3, the packet size increment g is 100 Bytes, so the resolution 
is 8 Mbps (see Reference [2] for calculation method). If g were 
1,000 Bytes, the resolution would be 80 Mbps, which is 10 times 
lower resolution. From this, assuming that the same number of 
packets are used on a high-speed line as on a low-speed line, a 
higher transmission rate should be sent out. If the number of 
packets sent is constant, the packet size increment g should be 
increased to increase the estimation upper bound. On the other 
hand, the larger the increment g Byte, the lower the resolution. 
Considering the load on the network, it is difficult to increase 
the number of packets, so there is a trade-off between resolution 
and estimation upper bound. In addition, as discussed in Section 
2.3, the maximum size of the resolution may enter into the 
estimation error. 

III. PROPOSAL OF PATHREFINER 

In this paper, we propose PathRefiner, a bandwidth 
estimation method that simultaneously solves (1) the problem of 
high-speed bandwidth and (2) the problem of accurate 
estimation, which conventional methods have. (1) the packet 
concatenation technique, which solves the problem of 
supporting high-speed lines, and (2) the iterative resolution 
refinement technique, which solves the problem of accurate 
estimation. Each is described below. 

A. High-speed line support: (1) Packet concatenation 

Technique 

The packet concatenation technique creates a virtual large 
packet (virtual packet) by concatenating multiple packets to 
enable high-speed line estimation with packets larger than the 
MTU, Packets within a packet group are denoted as "packet 
group number" - "packet number within packet group". The 
transmission interval is the difference between the transmission 
time of the first packet in each packet group. The receive interval 
is the difference between the receive time of the last packet in 
each packet group. Specifically, as shown in Fig. 4, the 
transmission interval between virtual packets, or packet groups, 
is kept constant, and the packet size of each packet group is 
linearly increased while packets with the same concatenation 
number C are continuously transmitted within the packet group. 
The packet size of all multiple packets within a packet group 
shall be the same. As shown in Fig. 5, when the transmission 
rate per packet exceeds the available bandwidth for the first time 
in packet group 4-3, the receive interval is equal to the 
transmission interval because no queuing delay occurs up to 
packet group 3. On the other hand, since the transmission rate of 
packet group 4 exceeds the available bandwidth, queuing delays 
occur at the routers and switches at the bottleneck points on the 
network path. As a result, the receive interval becomes longer 
than the send interval. At the receiving terminal, the packet 
group for which the receive interval begins to increase is packet 
group 4, so the transmission rate of packet group 3 before it is 
used as the estimated value of the available bandwidth. By 
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increasing the number of concatenations C, theoretically, any 
high-speed line can be supported. However, in reality, due to the 
accuracy problem described below, the number of 
concatenations C should be set at the upper limit of the line 
capacity, which is the bottleneck. 

 

Fig. 4. Packet train structure for packet concatenation (C = 3) 

 

Fig. 5. Sequence diagram of packet transmission and reception (when C = 3) 

B. Accurate Estimation: (2) Iterative Resolution Refinement 

Technique 

In the iterative resolution refinement technique, the optimal 
number of linkages C is narrowed down through trial and error 
to reduce estimation errors caused by resolution while 
maintaining the function of high-speed line. In the following, we 
first discuss the relationship between the number of linkages C 
and resolution, and then explain the iterative resolution 
refinement technique to find the optimal C. 

 

Fig. 6. Differences in estimation errors due to differences in the number of 
connections C 

First, Fig. 6 is used to show the need to optimize the number 
of linkages C. This is because different number of linkages C 
have different resolutions and estimation errors. An example is 
given below. Assume that the line capacity is 300 Mbps and the 
available bandwidth is 54 Mbps. In this case, the error due to 

resolution is compared between the case where C = 1 and the 
case where C = 3. The transmission rate at which queuing delay 
begins to occur is 54 Mbps, but the delay is observed in packet 
group 2 for C = 3 and in packet group 7 for C = 1. Consequently, 
when fitting is performed, solutions with estimated results of 48 
Mbps and 56 Mbps, respectively, and errors with the true value 
of 6 Mbps and 2 Mbps. From this, the concatenation number C 
= 1 can obtain better fitting results. 

Thus, the smaller C is, the higher the resolution can be. 
However, for high-speed line support, C must be increased. 
Therefore, to find the optimal C, it is necessary to narrow down 
the selection range of C using the iterative resolution refinement 
technique to find the optimal value. 

The iterative resolution refinement technique finds the 
optimal C by decreasing the value of C according to the 
estimated value and transmitting the packet train several times 
to iterate the estimation. Each time the estimation is repeated, a 
new C value is set such that the estimated available bandwidth 
is just barely included. The termination condition is when the 
same C value is obtained consecutively, and the estimation is 
terminated by determining the C to be the optimal number of 
divisions, Copt. However, to account for statistical variations in 
the estimation delay and to make this technique robust, a margin 
is taken and the value of C is set to one larger value. The example 
in Fig. 7 shows the procedure for refining the number of linkages 
C. First, the first time, C is set to 9 and estimated. The second 
time, C is estimated by setting 7, one larger than the previous C 
= 6. The third time, C is estimated by setting C = 4, which is one 
higher than the previous C = 3. The fourth time, C = 5, which is 
one greater than the previous C = 4, is set and estimated. Since 
the obtained C = 4 is the same as the previous one, the optimal 
number of divisions, Copt, is determined to be C and the 
estimation is terminated.Evaluation experiment using actual 
equipment on high-speed line 

 

Fig. 7. The iterative resolution refinement technique 

C. Evaluation model and experimental configuration 

Experiments were conducted using actual equipment to 
demonstrate that the proposed available bandwidth estimation 
method is capable of supporting high-speed lines and is highly 
accurate. Fig. 8 shows the equipment and connection 
configuration for the evaluation experiment. We estimated the 
available bandwidth by sending packet trains from the 
PathRefiner's sending PC to the PathRefiner's receiving PC 
while other users were communicating. Cross-traffic is sent 
using iperf from the cross-traffic sending PC to the cross-traffic 
receiving PC, sending a UDP stream with a specified 
transmission rate. The test network was configured using Gig 
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Ethernet lines and Gig Ethernet switches to create various 
available bandwidths within a 1 Gbps line capacity. Due to the 
availability of experimental equipment, we set the range of 
available bandwidth to 200-1000 Mbps, which is a high 
communication speed, for our estimation. For this purpose, the 
communication speed of the cross-traffic m was varied from 0 
Mbps to 800 Mbps in 1 Mbps increments. With these 801 
patterns, PathRefiner packet trains were sent and estimates were 
recorded. By using ordinary PC which are not exclusive 
equipment, we try to estimate as accurately as possible. The true 
value of the available bandwidth is expressed by (1). 

  (1) 

The estimation error is defined by Equation (2), the relative 
error by Equation (3), and the standard deviation by Equation 
(4). � in equation (4) is the number of estimations. 

  (2) 

  (3) 

  (4) 

In addition, the parameters used for this estimation are as 
follows. The packet transmission interval is 0.1 ms, the size of a 
single packet in the first packet group is 32 Bytes, the 
incremental packet size of adjacent packet groups is 12 Bytes, 
the number of packet group is 120, and the initial value of the 
concatenation number C is 9. The reasons for using these 
parameters are as follows. The time that can be accurately 
transmitted and estimated by the PC used is in units of 0.1 ms, 
which is the limit for using a normal PC; to transmit at 0.1 ms 
intervals, a virtual packet size of at least 12500 Bytes would be 
required to estimate 1 Gbps. To keep a single packet below an 
MTU, we set the concatenation number C to 9. Since we used 
120 packet groups, we set the packet size for group 1 at the start 
to 32 Bytes, with an increment of 12 Bytes, so that the packet 
size within the final group was about an MTU. The estimated 
lower and upper limits calculated from these values are 2.6 
Mbps and 1044 Mbps, respectively (see reference [2] for 
calculation method). 

 

Fig. 8. Evaluation model and parameters for available bandwidth estimation 

D. Evaluation results 

1) High-speed line support 
The experimental results show that the available bandwidth 

can be estimated even for high-speed lines with a line capacity 
of 1 Gbps, as described below. It is also confirmed that the 
conventional method PathQuick3 can only estimate the 
available bandwidth up to 120 Mbps for the same transmission 
interval. With the implemented PathRefiner, theoretically, the 
available bandwidth of any high-speed line can be estimated 
regardless of the MTU size. 

2) Estimation accuracy 
Fig. 9 shows the PathRefiner estimation results. Each point 

in the figure is the average estimated value for each pattern with 
various cross-traffic. The length of the line above and below 
each point represents the variation of the estimated value in each 
pattern with ±1 standard deviation. When the estimated value 
perfectly matches the ground truth, the points are plotted on a 
straight line at an angle of 45°. 100 estimates were made for each 
of the 801 patterns of cross-traffic communication speeds, i.e., 
80,100 estimates in total. Overall for all 801 patterns, the 
average estimation error is 68.2 Mbps, the average relative error 
is 14.4%, and the average standard deviation is 89.3 Mbps. 

 

Fig. 9. Estimation Results with PathRefiner 

IV. CONCLUSION 

In this paper, we propose PathRefiner, a method for 
estimating available bandwidth for high-speed lines with high 
accuracy. It can also improve the resolution by using a technique 
to find the optimal number of concatenated large-sized virtual 
packets to be transmitted, which enables highly accurate 
estimation. 

To demonstrate that PathRefiner can estimate with high 
accuracy on high-speed lines, we evaluate the estimation error 
on a 1 Gbps line using actual testbed. The results show that the 
average value of the relative error is relatively small (14.4%), 
confirming that PathRefiner can estimate with high accuracy on 
a high-speed line. 
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